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Abstract -This study aims to compare the two Convolutional Neural Network (CNN) methods and the Support Vector Machine (SVM) method 
using Haar Casecade to detect eye patterns, CNN and SVM function to detect eyes in open or close conditions. SVM in the study uses HOG 

to process images from Haar Casecade so that they can be read by SVM and uses kernels, namely RBF, poly and sigmoid. The case study 

taken is the detection of sleepy eyes in car drivers using 250 open eye images and 250 closed eye images. The experimental results show that 

CNN is superior by showing an accuracy value of 98%, precision closed 96% precision open 100%, recall closed 100% and recall open 96%, 

for F1-score closed and open 98%, while SVM in this study shows an accuracy result of 95% precision close 98% and open 92%, recall close 

93% and open 98%, F1-score 95%. This study confirms that the selection of the CNN method is the most appropriate to be used in combination 

with Haar Casecade because it gets higher accuracy results. These findings can be used as a basis for further development in the drowsiness 

detection system for car drivers. 
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1. INTRODUCTION 
Rapid developments in the field of Deep learning have brought new innovations in object detection. Convolutional Neural 

Networks (CNN) is one type of Deep learning that is very effective in processing image data. CNN is able to automatically 

extract features from data without the need for a complex manual feature extraction process[1]. This advantage makes CNN 

very effective in tasks such as object detection and pattern recognition, including eye detection in car drivers. Before discussing 

further the comparison between traditional methods such as Haar Cascade and modern methods such as CNN, it is important to 

understand the background and evolution of these two approaches.  

Advances in machine learning have also resulted in systems for analyzing data and acquiring knowledge without explicit 

programming. This technology has seen a huge surge in its application to solve various problems and is capable of automation 

in various fields, mainly due to the explosion of data, improvements in ML techniques, and advances in computing capabilities 

[2].Machine learning techniques such as SVM, logistic regression, and decision trees are relevant and effective in various image 

classification applications. These techniques offer advantages in processing speed, interpretability, and lower cost, while still 

providing high accuracy. The application of data augmentation and preprocessing techniques also helps improve the 

performance of these models in image classification tasks[3] 

Driver's eye detection is a technology used to monitor and analyze the driver's eye condition to determine the level of 

alertness and detect signs of driver fatigue [4]. This technology is essential to improve road safety by providing real-time 

feedback and warnings to prevent accidents caused by driver fatigue[5]. In the context of driver's eye detection, accuracy and 

speed of detection are important factors to consider. Accurate detection can help the system to provide early warnings when the 

driver shows signs of fatigue or drowsiness. Speed of detection is also important because the system must be able to work in 

real-time to provide a fast and accurate response. The comparison between traditional Machine learning methods such as Haar 

Cascade and SVM with Deep learning methods such as CNN becomes relevant because each has its own advantages [6]. 

This study aims to evaluate the performance of the eye detection method using Haar Cascade by comparing deep learning 

versus Machine learning models in detecting driver eye conditions. It is expected that an optimal comparison can be found to 

achieve high classification accuracy. Haar Cascade is a classification method that uses Haar features, first introduced by Viola 

and Jones. This method is very popular for object detection because of its simple structure, high detection rate, and fast detection 

speed [7]. The Haar Cascade method has a long history and has been widely used in various applications. Haar Cascade uses 

Haar-like features calculated based on the difference in intensity between pixels in a certain area of the image. These features 

are then combined in a cascade classifier that is able to detect objects quickly and efficiently[8]. Haar Cascade is used to detect 

frontal human faces with high accuracy. This method utilizes Haar features to identify facial parts such as the eyes, nose, and 

mouth based on differences in brightness in those areas [7]. 

SVM is a Machine learning algorithm used for classification and regression. SVM works by finding the best hyperplane 

that separates the data into different classes [9]. SVM operates by finding the optimal hyperplane that separates the data classes 

by the largest margin. This approach helps in maximizing the distance between different classes, which is important for 

improving accuracy and reliability in image classification [10].In the context of eye detection, SVM can be used to classify 

areas of an image that contain eyes and those that do not [11]. SVM is very effective in handling high-dimensional data, which 
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is common in image classification where each pixel can be considered a different feature. This capability allows SVM to handle 

the complexity of image data well, resulting in accurate classification [12]. 

On the other hand, CNN is a type of artificial neural network designed to process data in the form of grids, such as images 

[13]. CNN consists of several convolutional layers that extract features from the input image and several pooling layers that 

reduce the dimensionality of the features. CNN has the ability to automatically learn features from data without the need for 

manual feature extraction, which makes it very effective in tasks such as object detection [14]. With this ability, CNN is able to 

overcome various challenges faced by traditional methods, such as variations in lighting, viewing angles, and environmental 

conditions[15]. Data normalization is an important step for numerical stabilization of CNN which changes the range of pixel 

intensity values and transforms the input image into a range of pixel values that are more familiar or normal to the senses[16]. 

In the context of this study, it is important to evaluate both methods based on several key criteria, including accuracy, speed, 

and robustness to environmental variations. Detection accuracy is a key criterion that an eye detection system must meet to 

ensure that it can provide the right early warning to the driver. Detection speed is also important because the system must work 

in real-time to provide a quick response. Robustness to environmental variations is also important to ensure that the system can 

perform well under various conditions, such as changes in lighting, viewing angles, and facial expressions. 

This research is expected to be used as a basis for the development of a more efficient and accurate eye detection system, 

which can ultimately help reduce traffic accidents caused by fatigue or drowsiness. Thus, this research not only has academic 

value but also has significant practical impact in improving road safety. 

 

2. METHODS 
This research method adopts the Knowledge Discovery in Databases (KDD) approach, which is a systematic methodology 

to obtain knowledge from relevant, useful, and understandable data[17]. The KDD process involves several interconnected 

stages, as shown in Figure 1. 

 

 
Figure 1. Research Stage 
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2.1.  Data Selection 
The dataset used in this study was obtained from the Kaggle platform, which provides various quality datasets for data 

analysis and machine learning purposes. This dataset contains eye images with two main categories: eyes in open condition and 

eyes in closed condition. This dataset is designed to support various applications, such as fatigue detection, biometrics, and 

pattern recognition. 

2.2.    Preprocessing 
Preprocessing is an important step in preparing data for comparative analysis of methods. In this study, we use Haar 

Casecade to detect patterns in the eyes and resize and convert images in the dataset to grayscale while CNN and SVM function 

to detect open or closed eye image data. Here is an explanation of each step: 

Haar cascade classification haar casecade functions to detect eye patterns and resize and convert images to grayscale, this 

stage is very important so that CNN works easier and smoother to get maximum results. The following are the results of the 

preprocessing of the Haar Casecade Classification. 

 
Figure 2. Haar Casecade Classification 

The image above explains the stages of Classification using Haar Casede where the first image before classification and 

the second image after classification will display a box on the eye, indicating the progress of the eye detection process in the 

eye, then an image of the eye that has been grayscaled and the final stage of Haar Casede Classification displays a box on the 

eye transparently so that the eye can be seen in an open or closed condition. 

 

2.3.    Labeling 

The dataset used for sleepiness detection consists of images that have been labeled into two main categories, namely open 

(eyes open) and close (eyes closed). Labeling is done by separating images into two separate folders based on the subject's eye 

condition. This labeling process aims to facilitate model learning in recognizing visual patterns of open and closed eyes. 

 

2.4.    Transformation 
The Transformation stage is very important so that CNN and SVM can produce accurate readings. At this stage, CNN has 

four stages of accuracy, namely: Resize, Learning Rate, Reshape Data, Train-Test Split and for SVM it has two Transformation 

stages, namely: HOG and Train-Test Split. 

 

2.5.   Modelling 

The transformed data is then modeled using the CNN and SVM methods. The next modeling process is preprocessing and 

transformation using the Python programming language. A total of 500 image data were used for this study. The data will be 

divided into training data and testing data, the data consists of 250 open eye data and 250 close eye data. The following are the 

modeling results from CNN and SVM. 

 

a. CNN Modeling 

 The following shows the architecture of the Convolutional Neural Network (CNN) model designed for image 

classification with 2 classes, namely open and close. This model consists of several main layers, each of which has a 

specific function in extracting features, reducing dimensions, and processing data to produce the final output in the 

form of predictions. This model is designed with a combination of convolutional and dense layers, which allows for 

pattern recognition in images while providing flexibility for classification. However, with a large number of 

parameters, regularization such as dropout becomes very important to prevent overfitting. Here are the details of each 

layer:  
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Figure 3. CNN Modeling 

 The image above shows the modeling results of CNN Total Parameters totaling 11,168,642 total parameters used 

in the model, including trainable and non-trainable parameters. Trainable Parameters totaling 11,168,642 and Non-

Trainable Parameters totaling 0 because there are no fixed parameters that are not trained in this model. 

 

b. SVM Modeling 

 The following is an image of the results of Support Vector Machine (SVM) modeling with an evaluation of the 

combination of C parameters and kernel types (RBF, Polynomial, and Sigmoid). This table shows the accuracy values 

obtained from each combination of parameters. 

 
Figure 4. SVM Modeling 

 The image above shows the results of the RBF Kernel giving the best accuracy results at C = 1.0 (0.92) and fairly 

stable results at other C values. The Polynomial (poly) Kernel has lower performance than RBF. The best value occurs 

at C = 1.0 (0.85), but decreases at C = 100.0 (0.82) and the Sigmoid Kernel shows lower overall performance than 

RBF and Polynomial, with the best accuracy at C = 1.0 (0.81). 

 

2.6.    Evaluation  

The evaluation stage represents the final phase in the KDD process, where the model's outcomes are assessed to ensure 

they align with the existing facts. It is crucial to test the research findings to determine the accuracy of the results obtained. In 

this study, the data testing process involves calculating accuracy, precision, recall, and F1-Score metrics. 

 

3. RESULTS AND DISCUSSION 
The following are the results of the Accuracy of the comparison of the two methods that have been carried out to determine 

the most optimal method in detecting drowsiness in car drivers. This Accuracy process aims to identify the advantages of each 

method, so that it can produce the most effective and accurate approach in the application of drowsiness detection. 

 

3.1. Accuracy Results Using CNN Method 

In this sub-chapter, the accuracy results obtained from the implementation of the Convolutional Neural Network (CNN) 

method in detecting driver drowsiness will be presented. The CNN method is used because of its advantages in processing 

image data, especially in recognizing relevant visual patterns and features. The following is a table of accuracy results: 
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Table 1. CNN Accuracy Results 

 Precision Recall F1-Score 

Accuracy   0.98 

Closed 0.96 1.00 0.98 

Open 1.00 0.96 0.98 

 

The model has an overall accuracy of 98%, meaning the model is able to classify 98% of the 100% images correctly. For 

the closed eye category, the model has a precision of 96%, indicating that out of all the closed eye predictions, 96% were correct. 

Recall for this category reaches 100%, meaning the model did not miss a single image of a truly closed eye. The combination 

of precision and recall results in an F1-Score of 98% in this class. 

Meanwhile, for the open eye category, the model has a perfect precision of 100%, meaning that all open eye predictions 

are correct. However, the recall is slightly lower at 96%, indicating that some open eye images were not detected properly. Even 

so, the F1-Score remains at 98%. Overall, the average precision, recall, and F1-Score for both categories are each at 98%, 

indicating excellent performance. This model is quite reliable in detecting eye conditions, with a small chance of prediction 

errors. The following is a graphical display of the CNN model evaluation showing the performance of accuracy, precision, 

recall, and F1-Score. This graph illustrates that the model has an overall accuracy of 98%, with high precision, recall, and F1-

Score on both classes (open and close), indicating consistent and reliable performance in the classification task. 

 
Figure 5. Accuracy Graph 

3.2. Accuracy Results Using SVM Method 
In this sub-chapter, the accuracy results obtained from the implementation of the Support Vector Machine (SVM) method 

in detecting driver drowsiness will be presented. The SVM method is used because of its advantages in processing image data, 

especially in recognizing relevant visual patterns and features. The following is a table of accuracy results: 

Table 2. SVM Accuracy Results 

 Precision Recall F1-Score 

Accuracy   0.95 

Closed 0.98 0.93 0.95 

Open 0.92 0.98 0.95 

 

The model has an overall accuracy of 95%, meaning the model is able to classify 95% of 100% of the images correctly. 

For the closed eye category, the model has a precision of 98%, indicating that out of all the closed eye predictions, 98% were 

correct. Recall for this category reaches 93%, meaning that 93% of the actual closed eyes were successfully detected. The 

combination of precision and recall results in an F1-Score of 95% in this class. 

Meanwhile, for the open eye category, the model has a precision of 92%, meaning that the open eye prediction is 92% 

correct. However, the recall is higher, at 98%, indicating that there are some open eye images that are detected well. Thus, the 

F1-Score remains at 95%. Overall, the average precision, recall, and F1-Score for both categories are each at 95%, indicating 

very good performance. This model is quite reliable in detecting eye conditions, with a small chance of prediction errors.   
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The following is a graphical display of the SVM model evaluation showing the performance of accuracy, precision, recall, 

and F1-Score. This graph illustrates that the model has an overall accuracy of 95%, with high precision, recall, and F1-Score 

on both classes (open and close), indicating consistent and reliable performance in the classification task. 

 

 

 

Figure 6. Accuracy Graph 

 

4. CONCLUSION 
Based on the results of the comparative study conducted, it can be concluded that the application of the Convolutional 

Neural Network (CNN) method for image detection in car drivers in detecting drowsiness shows a very good level of accuracy, 

reaching 98%. The use of deep learning methods applied to CNN has proven to be an effective solution, because it is able to 

produce high accuracy values. The process of implementing this method involves several main stages. The first stage is 

collecting image data using the Kaggle platform, which provides a dataset in the form of images of eyes in open and closed 

conditions. The next stage is modeling, which is designed to identify and describe the characteristics of open and closed eyes 

accurately. At the evaluation stage, this model showed optimal performance, with an accuracy of 98%. The results of this study 

strengthen the effectiveness of the CNN method in detecting drowsiness in drivers, which has the potential to be applied more 

widely to driving safety applications. These findings also confirm that deep learning technology can make a significant 

contribution to overcoming real-world problems, especially in supporting early detection systems in vehicles. 
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