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Abstract -  This study aims to optimize the performance of the Support Vector Machine (SVM) in sentiment analysis on social 

media by using various kernel functions, namely linear, polynomial, and Radial Basis Function (RBF). The case study taken was 

a conversation related to the AFC Asian Cup U-23 taken from social media platforms. The data used in this study included three 
classes of sentiment: positive, neutral, and negative. The experimental results show that the linear kernel achieves the highest 

accuracy of 93.55% with an F1-score of 0.9296. The RBF kernel shows almost comparable performance with an accuracy of 

90.05% and an F1-score of 0.8820. In contrast, the polynomial kernel showed lower performance with an accuracy of 80.65% 

and an F1-score of 0.7346. The results of the analysis using the confusion matrix show that linear kernels and RBF are more 
effective in classifying neutral and positive sentiment than polynomial kernels. This study confirms that the right selection of 

kernels in SVM greatly affects the accuracy and effectiveness of sentiment analysis. Linear kernels and RBFs have proven 

superior in handling complex sentiment analysis datasets, such as those related to the AFC U-23 Asian Cup. These findings can 

be used as a basis for further development in sentiment analysis applications across various domains. 
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1. INTRODUCTION 
 

In today's digital age, social media has become a major platform for people to express their opinions and 

feelings about various events, including major sporting events such as the AFC Asian Cup U-23. The diversity of 

opinions expressed on this platform creates fertile ground for sentiment analysis, which plays an important role in 

understanding public perception. Sentiment analysis utilizes Natural Language Processing (NLP) techniques and 

machine learning to classify texts based on the sentiments expressed, i.e., positive, negative, or neutral. Sentiment 

analysis has become an increasingly important topic in today's digital age, where unstructured text data, such as 

reviews, comments, and social media, is increasingly accessible and abundant. Sentiment analysis is a branch of text 

mining and Natural Language Processing (NLP) that focuses on identifying and classifying opinions, emotions, and 

attitudes expressed in texts that can be used to extract and classify opinions, emotions, and attitudes from texts 

originating from social media platforms, product reviews, news articles, and other data sources. Sentiment analysis 

has become an increasingly important topic in today's digital age, where unstructured text data, such as reviews, 

comments, and social media, is increasingly accessible and abundant. Sentiment analysis is a branch of text mining 

and Natural Language Processing (NLP) that focuses on identifying and classifying opinions, emotions, and 

attitudes expressed in texts that can be used to extract and classify opinions, emotions, and attitudes from texts 

originating from social media platforms, product reviews, news articles, and other data sources. In conducting 

sentiment analysis, text mining and natural language processing (NLP) techniques play an important role. Through 

text mining, unstructured text data can be processed and extracted to identify relevant patterns, trends, and insights. 

Meanwhile, NLP can be used to understand and analyze the natural language used by people in providing their 

responses and comments. In conducting sentiment analysis, machine learning is becoming an increasingly popular 

approach. Machine learning algorithms, both supervised learning, unsupervised learning, and reinforcement 

learning, can be used to classify and predict the sentiment contained in text. Some of the algorithms that are often 

used in sentiment analysis include Support Vector Machine (SVM), Naive Bayes, and Logistic Regression. Support 

Vector Machine (SVM) is one of the most effective machine learning algorithms for classification tasks, including 

sentiment analysis. SVM performance is greatly influenced by the selection of kernel functions, which can 

transform input data into higher feature spaces. Common kernel functions used in SVM include linear, polynomial, 

and Radial Basis Function (RBF) kernels. Each kernel has its own characteristics and advantages, which can affect 

the results of sentiment analysis. This study aims to optimize SVM's performance in sentiment analysis on social 

media related to the AFC Asian Cup U-23 by comparing the effectiveness of three different kernel functions: linear, 

polynomial, and RBF. This study is expected to provide insight into the selection of the most effective kernel 

functions in the context of sentiment analysis at major sporting events, as well as contribute to the development of 

more sophisticated and accurate analysis methods. 

Previous research on the application of the Support Vector Machine (SVM)  algorithm has been conducted by 

Saputra, A. (2023). Comparison of the Naïve Bayes Classifier and Support Vector Machine methods for Twitter 

user sentiment analysis regarding the 2022 FIFA World Cup. From these results, it can be concluded that the 

performance of the SVM method is better than the NBC method in finding Accuracy with an average of 85%. Aulia, 



1st Proceeding of International Conference on Science and Technology UISU (ICST) 
“Contribution of Engineering Disciplines to Achieving Sustainable Development Goals Research Realizing 
the Vision of Golden Indonesia 2045”  
ISSN: 3063-7929 (Online) 
DOI: https://doi.org/10.30743/icst 

Copyright © 2024 Authors, Page 228 
This Journal is licensed under a Commons Attribution-ShareAlike 4.0 International License 

 

et al. (2021), Comparison of Kernel Support Vector Machine (SVM) in the Application of Covid-19 Vaccination 

Sentiment Analysis. The research data is to find the best kernels among linear, sigmoid, polynomial, and RBF 

kernels. Dewi, et al. (2023). Comparison of the implementation of the Smote method on the Support Vector 

Machine (SVM) algorithm in the analysis of public opinion sentiment about Mixue. The Support Vector Machine 

(SVM) algorithm based on SMOTE with the evaluation results can be concluded that SMOTE has an effect on 

increasing accuracy and precision values, but there is a decrease in recall and F1-Score values. Fitriyah, et al. 

(2020). Gojek sentiment analysis on Twitter social media with a Support Vector Machine (SVM) classification. The 

kernels used are linear kernels and RBF kernels. Nasution, et al. (2019). Comparison of accuracy and runtime of K-

NN and SVM algorithms in twitter sentiment analysis. The results of the accuracy calculation show that the Support 

Vector Machine method is superior with a value of 89.70% without K-Fold Cross Validation and 88.76% with K-

Fold Cross Validation. Meanwhile, in the calculation of the process time, the K-Nearest Neighbor method is 

superior with a process time of 0.0160s without K-Fold Cross Validation and 0.1505s with K-Fold Cross Validation. 

This research will use machine learning algorithms, specifically the Support Vector Machine (SVM), to classify 

public sentiment towards the AFC Asian Cup U23. SVM is one of the supervised learning algorithms that is very 

effective in classifying data with high accuracy. With the growing amount of textual data related to football 

competitions, such as comments on social media, news articles, and discussion forums, sentiment analysis can be a 

very useful tool for understanding how people respond to and give their assessment of the AFC Asian Cup U23. By 

understanding the important role of kernel function selection in SVM, this study will explore the extent to which 

these kernels can improve the performance of the model in classifying public sentiment, and how these results can 

be applied in practical scenarios to monitor and analyze public perceptions of major events. 

 

 

2.  METHOD 
 

This research method adopts the Knowledge Discovery in Databases (KDD) approach, which is a systematic 

methodology to obtain knowledge from relevant, useful, and understandable data. The KDD process involves 

several interconnected stages, as shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Research Stages 

2.1 Data Selection 
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Data selection is the initial stage to collect the data needed for the research. The data used in this study comes from 

the Twitter platform, collecting tweet data on Twitter social media by crawling data. The time for data collection is 

during the 2024 AFC Asian Cup U23 Cup. The keyword used to collect data is the AFC Asian Cup U23. 

2.2 Preprocessing 

Preprocessing is an important step in preparing data for sentiment analysis. In this study, we used six main steps in 

preprocessing tweet data. Here is an explanation of each of these steps: 

a. Cleaning 

The cleaning process aims to remove irrelevant elements from the text of the tweet. This includes the 

removal: 

1. Punctuation, such as periods, commas, and other symbols. 

2. The URL contained in the tweet, as it does not contribute to sentiment analysis. 

3. Emoticons and special characters that don't provide additional information. 

 
Figure 2. Results of the Data Cleaning Process 

 

b. Case Folding 

Case folding is the process of converting all letters in text to lowercase. It is important to ensure that the 

same words, regardless of capitalization, are recognized as the same entity. For example, "Cup" and "Cup" 

will be considered identical after this process. 

 

 
Figure 3. Case Folding Process Results 

 

c. Normalization 

Normalization aims to simplify the form of words. This process includes: 

1. Remove variations of words that have similar meanings, such as unnecessary suffixes or prefixes. 

2. Changing words that have different forms to their basic forms to maintain consistency in analysis. 
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Figure 4. Results of the Normalization Process 

 

 

d. Tokenize 

Tokenization is the process of breaking down text into smaller units, usually in the form of words or 

phrases. By tokenizing, we can analyze each word in the tweet separately. For example, the sentence 

"Indonesia U23 national team wins!" will be broken down into tokens: ["National team", "U23", 

"Indonesia", "win"]. 

 

 
Figure 5. Results of the Tokenization process 

 

e. Stopword Removal 

Stopword removal is a step to remove common words that do not give significant meaning in the context of 

analysis, such as "and", "in", "to", and other connecting words. By removing the stopwords, we can focus 

on the more important and relevant words for sentiment analysis. 

 

 
Figure 6. Results of the stopword removal process 
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f. Stemming 

Stemming is the process of reducing a word to its basic form. For example, the words "play", "play", and 

"play" will be changed to "play". This process helps to bring together variations of words that have the 

same meaning, thereby increasing the accuracy in sentiment analysis. 

 

 
Figure 7. Results of the stemming process 

 

2.3 Labeling 

Labeling is an important step in sentiment analysis that aims to assign labels or categories to text data based on the 

sentiment it contains. In this study, we used  the TextBlob library  to perform a labeling process on previously 

processed tweets. TextBlob is a simple and effective Python library for natural language processing (NLP). One of 

its main features is its ability to analyze sentiment from text. Using a TextBlob, we can determine whether the 

sentiment in a tweet is positive, negative, or neutral. 

2.4 Transformation 

Transformation The selection feature is the process of converting categorical data into numerical data. This time it 

will be used using TF-IDF, the frequency requirement of the inverse frequency document (TF-IDF) is a weighting 

process where the word will be extracted into a value form file. 

2.5 Modelling 

The data from the transformation is then modeled using the SVM algorithm. The following modeling process is also 

preprocessing and transformation. using the Python programming language. A total of 3719 data will be divided into 

training data and test data, classified into Positive, Negative, and Neutral sentiments. In this study, 3 modeling 

process scenarios will be used using three different kernels, namely polynomial, linear, and RBF kernels. 

 2.6 Evaluation  

The evaluation stage is the last stage in the KDD process, the evaluation is carried out to check the results of the 

model that has been built contrary to existing facts or not. The results of the research that have been carried out need 

to be tested to determine the accuracy of the research results that have been carried out. The data testing method in 

this study will calculate the value of accuracy, precision, recall and f-measure. 

 

 

3. RESULTS AND DISCUSSION 

3.1 Data description  

The total data collected through social media Twitter is 3719 in Indonesian. The data used for preprocessing has 

a classification comparison as shown in figure 8. 
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Figure 8. Comparison chart of sentiment numbers 

3.2 Discussion  

The data that has been collected is then separated into training data and test data. The data will then be classified 

into three sentiments, namely negative, positive and neutral using the SVM Algorithm. Because the data is non-

linear, it is necessary to use the karnel function. This study will try to compare the results of three SVM kernels, 

namely polynomial, linear, and RBF kernels. Then the test calculates the accuracy value of the sentiment 

classification. The result is as shown in Table 1. 

Table 1. Accuracy Results 

Linear Kernel Polynomial Kernel RBF Kernel 

Accuracy:  0.9355 Accuracy:  0.8065 Accuracy:  0.9005 

Precision:   Precision:   Precision:   

Negatif:  0.62 Negatif:  0.00 Negatif:  0.50 

Netral:  0.93 Netral:  0.80 Netral:  0.89 

Positif:  0.98 Positif:  1.00 Positif:  1.00 

Recall:   Recall:  Recall:   

Negatif:  0.35 Negatif:  0.00 Negatif:  0.04 

Netral:  1.00 Netral:  1.00 Netral:  1.00 

Positif:  0.75 Positif:  0.10 Positif:  0.61 

F1-score:   F1-score:  F1-score:   

Negatif:  0.44 Negatif:  0.00 Negatif:  0.08 

Netral:  0.97 Netral:  0.89 Netral:  0.94 

Positif:  0.85 Positif:  0.18 Positif:  0.76 

 

 

4. CONLUSION 
 

This study succeeded in optimizing the performance of the Support Vector Machine (SVM) in sentiment 

analysis on social media related to the AFC U-23 Asian Cup by comparing three kernel functions: linear, 

polynomial, and Radial Basis Function (RBF). The experimental results show that the linear kernel provides the 

highest accuracy of 93.55% with an F1-score of 0.9296, followed by the RBF kernel with an accuracy of 90.05% 

and an F1-score of 0.8820. In contrast, polynomial kernels show lower performance with an accuracy of 80.65% and 

an F1-score of 0.7346. 

Analysis using a confusion matrix indicates that linear and RBF kernels are more effective in classifying neutral 

and positive sentiment than polynomial kernels, which show poor results especially in the negative class. These 

findings confirm the importance of proper kernel selection in SVM, which significantly affects the accuracy and 

effectiveness of sentiment analysis. 

As such, this research provides valuable insights for the development of more sophisticated and accurate 

sentiment analysis methods across various domains, as well as highlighting the potential of SVMs in understanding 

public perception of major events such as the AFC U-23 Asian Cup. The results of this study are expected to be the 

basis for further research in the application of sentiment analysis on social media. 
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