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Abstract -  This study analyzes the classification of temperature image pattern recognition on solar panels to improve the 
accuracy of energy conversion performance affected by weather changes. The process begins by capturing the surface 

temperature image of the panel as primary data, which is then processed through the pattern recognition stage. The pattern 

recognition method is chosen to detect and understand patterns in temperature images that will be used as datasets. This study 

also compares the results of pattern recognition using the Random Forest classification method with the K-Nearest Neighbors 
(KNN) method, in order to build an effective model in analyzing images based on weather temperature in Medan City. The 

results of the study obtained that the solar panel produced a maximum output of 15.74 Wp at 12:00 pm, when the temperature 

tends to be higher and sunlight is optimal. Then the results of the random forest method showed good performance with an 

accuracy of 84% and the K-Nearest Neighbors method had an accuracy of 78%.. 
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1. INTRODUCTION 
 
North Sumatra as a tropical climate region has high solar radiation potential. This condition provides a great 

opportunity for the development and installation of renewable energy systems, especially solar panels or 

photovoltaics (PV). However, despite its enormous potential, the energy conversion performance of solar panels is 

often disrupted by temperature fluctuations due to weather changes [1]–[3]. The use of solar panels is also getting 

more attention along with the increasing demand for energy worldwide. The availability of unlimited energy 

resources, ease of implementation, and environmental friendliness are the main advantages of this system [4]. 

However, the high initial cost and low conversion efficiency of solar panels, as well as intensive land use, are the 

main obstacles faced. Over the years, various improvements have been made by manufacturers, research centers, 

and researchers around the world to overcome the most significant shortcomings of the Solar Panel system and 

improve its performance [5]. These improvements are made both at the material level, such as increasing the 

conversion efficiency of Solar Panel panels while minimizing production costs, and at the overall system level, such 

as maximizing or optimizing the power taken from the solar panels. MPPT controllers, cooling systems, cleaning 

systems, solar tracking systems, and floating Solar Panel systems are some of the most popular techniques 

introduced to improve the performance of Solar Panel systems and maximize the use of available solar energy [6]. 

Then the optimization of solar panel power using solar tracking systems and floating Solar Panel systems becomes a 

hot topic in solar power generation and attracts the attention of researchers around the world, especially the 

developing floating Solar Panel system. This technology can be implemented and optimized in the context of 

efficient and sustainable solar power generation. However, the problem is that the ambient temperature is also one 

of the key factors that determine the energy output of solar panels. When the temperature increases or decreases 

drastically, or when the position of the sun is not optimal to the surface of the panel, the energy conversion 

efficiency can be significantly reduced. Therefore, the use of methods to implement pattern recognition becomes the 

main solution to help identify and understand patterns that occur in weather temperature fluctuations. 

The use of the method used to help recognize the temperature of this solar panel, uses the Random Forest 

classification method with the K-Nearest Neighbors (KNN) method. By applying this method, it is expected that the 

use of energy conversion generated from solar panels can be managed more efficiently and effectively. The main 

focus of this study is to analyze the performance of solar panel energy conversion by considering weather 

fluctuations that occur in Medan City. In this analysis, an algorithm is used to calculate important parameters such 

as Accuracy, Precision, Recall, and F1-Score [7]–[10]. Data collection is carried out in real-time using thermovisi 

technology, which makes it possible to record temperature images accurately. The recorded data is then processed 

using a classification technique using Random Forest with the K-Nearest Neighbors (KNN) method. In this method, 

identification is carried out to detect and understand weather temperature image patterns that will be used as datasets 

for the recognition or classification stage. The Random Forest algorithm was chosen because of its ability to model 

non-linear relationships between features and targets, as well as its ability to handle overfitting, so that it can build a 

reliable model in understanding image data based on weather temperature in Medan City and the comparison of the 

KNN method was chosen [11]. K-Nearest Neighbors has several advantages in pattern recognition yaitu first, this 
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algorithm is simple and easy to understand, making it a good choice for beginners [12], [13]. In addition, KNN does 

not assume a particular data distribution, so it can work effectively on datasets that are not normally distributed [14], 

[15]. This algorithm is also adaptive and can be used for various types of data, both numeric and categorical, as well 

as for classification and regression [16], [17]. KNN often gives good results on small datasets without many features 

and its performance can be improved through the selection of the right features[18]–[20]. By using this algorithm, it 

is expected to gain a deeper understanding of image classification or images related to weather conditions in Medan. 

The resulting model will make a significant contribution to renewable energy management, especially in 

maximizing energy output from solar panels by considering the dynamics of the weather that occurs. Thus, this 

study is expected to provide practical solutions in optimizing the use of energy from renewable sources, as well as 

providing new insights into the effect of temperature fluctuations on solar panel performance. Through a data-based 

approach and appropriate algorithms, the potential of solar energy in North Sumatra can be explored optimally for 

the sake of sustainability and improving the quality of life of the community. 

. 

 

 

2.  METHOD 
 

The classification technique for recognizing image patterns and temperature values on solar panels uses the 

Random Forest Method and the K-Nearest Neighbors (KNN) method to determine the accuracy value. With optimal 

accuracy to obtain energy conversion performance results based on weather changes that occur, it will later be 

considered in installing solar panels. For performance analysis on this solar panel energy conversion to capture 

images or images of surface temperatures, thermovision technology is used which will later be used as primary data 

to be processed to the pattern recognition stage. The pattern recognition method is an identification process that is 

chosen to detect and understand image patterns or weather temperature images that are used as datasets to be 

processed to the recognition or classification stage. And this study also uses pattern recognition which is used as a 

comparison using the Random Forest Method and the K-Nearest Neighbors (KNN) method to build a model that is 

in accordance with the aim of understanding image data or images based on weather temperatures in Medan City. 

This modeling is expected to help in the recognition and analysis of solar panel surface temperature patterns against 

weather changes that occur in the area. The projection map of the position of the solar panel installation in Medan 

City, North Sumatra is shown in Figure 1. 

 

 
Figure 1. Projected map of solar panel installation positions in Medan City, North Sumatra. 

 

Then the data that will be used later for the training process (training set) as many as 210 images and the testing 

process (testing set) as many as 90 images. The data used in this study consists of the results of energy conversion 

from solar panels in the form of 2-dimensional images. The image data used in this study can be shown in Figure 2 

where Figure 2 (a) is a hot temperature image and Figure 2 (b) a cold temperature image. 
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(a). Hot Temperature Image (b). Cold Temperature Image 

 

Figure 2. Surface temperature image of hot red and cool blue color panel 

 

The use of thermovision technology in capturing hot and cold temperature images on solar panels will make it 

easier to detect the temperature output produced by the panel, as well as identify potential problems such as 

overheating or weaknesses in the cooling system, which can affect the productivity and life of the panel device. In 

Figure 2. is an image of the panel surface temperature, namely hot temperature in red and cold blue. 

 

 

3. RESULTS AND DISCUSSION 
 

The data taken is primary data where the data is very important in the process of creating a machine learning 

model by collecting it directly through a thermovision tool based on weather fluctuations in the city of Medan. The 

thermovision shooting distance to collect image data is set at one meter from the solar panel. This measurement is 

carried out to obtain accurate information about the temperature produced by the solar panel in its operational 

conditions, as well as to understand the effect of temperature on the efficiency of the panel in producing energy. 

Then the collection of DC power data functions to analyze energy conversion to determine the output value of the 

solar panel. Then, accurate observation of the panel surface temperature is very important to produce the efficiency 

and performance of the solar panel. The main stage in data collection is to check the watt meter to be calibrated 

according to standards. After that, choose a test location that gets direct sunlight and is free from shadows, such as 

buildings or trees around it, so that the measurement results are more accurate. Next, set the thermovision tool so 

that it points directly at the surface of the solar panel and position the watt meter correctly so that it is connected to 

the panel to measure the power output. Data collection at 1 hour intervals, starting from 10.00 am in the morning to 

15.00 pm in the afternoon, which is the peak load period for solar panels. During each interval, the panel surface 

temperature is shown on the thermovision screen and the output power value is shown by the watt meter. After all 

the data is collected, a thorough analysis is performed to identify the panel surface temperature pattern and its 

relationship to the power output generated. 

 

3.1 Results of Solar Panel Energy Conversion Testing in Medan City 

The results of the solar panel energy conversion test in Medan City show varying efficiency depending on the 

intensity of sunlight and weather conditions. The significant potential for developing renewable energy in Medan 

City is very promising if it can be exploited properly. The solar panel performance measurement data shows a clear 

relationship between power output throughout the measurement hours from 10:00 am to 3:00 pm. The energy 

conversion performance of the solar panel power output based on weather fluctuations in Medan City is shown in 

Figure 3. 
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Figure 3. Solar panel power output energy conversion performance based on weather fluctuations in Medan City 

 

Based on Figure 3 at 10:00 am, the solar panel produces a voltage of 17.63 V and a current of 0.89 Amp, 

resulting in an output power of 15.69 W with a panel surface temperature of 32.3 °C. As time progresses to 11:00 

am, there is a slight decrease in power output to 15.44 W, with the current decreasing slightly to 0.88 Amp and the 

voltage stable at 17.55 V. The temperature also decreases to 30.1 °C. Entering 12:00 pm, the power output reaches 

its highest point of 15.74 W with a temperature that increases sharply to 43.5 °C. The voltage increases slightly to 

17.68 V, while the current remains relatively stable at 0.89 Amp. The optimal performance of the panel during peak 

sunlight has reached its peak starting at 1:00 pm, the output power decreases to 13.80 W with a temperature 

reaching 45.1 °C. The current also started to decrease to 0.81 Amp, although the voltage remained at 17.04 V. The 

power decrease became more significant at 2:00 pm, where the power output was 13.28 W with a temperature of 

41.5 °C and the current slightly decreased to 0.79 Amp, while the voltage was at 16.81 V. Finally, at 3:00 pm, the 

solar panel recorded the lowest power output of 10.62 W. At this time, the panel surface temperature was 42.8 °C, 

with the current dropping to 0.68 Amp and the voltage dropping to 15.62 V. 

 

3.2 Accuracy of Random Forest Method 

After the image results are obtained using thermovision technology, the image results are then processed using a 

method to obtain Accuracy, Precision, Recall, and F1-Score. The method that will be used is the Random Forest 

method, where the accuracy in this method is capable of processing data often higher than other algorithms because 

of its ability to handle data that has diverse and complex features. In addition, this technique is also effective in 

reducing the risk of overfitting and providing more stable results through the ensemble process. The results of 

machine learning processing using the Random Forest method with visualization of prediction accuracy, namely the 

actual value and predicted value on the test data and training data are shown in Figure 4 below. 
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Figure 4. Random Forest Method Value visualization of prediction accuracy with actual values and predicted values 

on test data and training data 

 

The test results of Figure 4 on the actual value graph with the predicted value for the Random Forest method 

show that in the test data, there is a significant variation between the actual value (blue dots) and the predicted value 

(red dots), indicating that the model may not be able to capture the pattern well. In contrast, in the training data, the 

predicted value looks more in line with the actual value, indicating that the model can learn well from the data. 

However, the better performance on the training data compared to the test data suggests the potential for overfitting. 

This analysis emphasizes the need for further development so that the model can show more consistent results. 

Therefore, the results of the analysis obtained that have been extracted values can be seen in Table 1 below. 

 

Table 1. Random Forest Method Test Results 

Class precision recall f1-score support 

1 1.00 0.71 0.83 14 

2 0.85 1.00 0.92 22 

3 0.77 0.59 0.67 17 

4 0.83 0.92 0.87 37 

accuracy   0.84 90 

macro avg 0.86 0.81 0.82 90 

weighted avg 0.85 0.84 0.84 90 

Accuracy 0.8444  

 

The classification model using the random forest method in Table 1 shows good performance with an accuracy 

of 84%, meaning that most of the predictions are correct. Class 1 has perfect precision (1.00), but its recall is lower 

(0.71), indicating that there are some undetected examples. Class 2 performs very well with a precision of 0.85 and a 

recall of 1.00, indicating that the model is able to detect all examples of this class. However, class 3 shows 

challenges with a precision of 0.77 and a recall of 0.59, indicating difficulties in identification, possibly due to data 

imbalance or less informative features. Class 4 also shows good performance with a precision of 0.83 and a recall of 

0.92. The macro averages for precision (0.86), recall (0.81), and F1-score (0.82) show good stability across classes, 

while the weighted averages also reflect comparable values. Overall, this model shows good effectiveness in 

classification, although more attention is needed to improve the detection of class 3. 

 

3.3 Accuracy of the K-Nearest Neighbors (KNN) Method 

After the image is obtained using thermovision technology, the image will be processed with a method that aims 

to obtain Accuracy, Precision, Recall, and F1-Score values. In this analysis, the method used is K-Nearest 

Neighbors (KNN), which has a good reputation in data classification, especially when the dataset size is small. This 

method works by identifying the nearest neighbors of the data to be predicted, so that it can produce better and more 
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consistent accuracy. The results of machine learning processing using KNN will be visualized through a comparison 

of accuracy between actual values and predicted values on test data and training data, as shown in Figure 5 below. 

 

 
Figure 5. The value of the K-Nearest Neighbors (KNN) method visualizes the prediction accuracy with actual 

values and predicted values on test data and training data. 

 

The value of the K-Nearest Neighbors (KNN) method in Figure 5 shows the comparison between the actual 

value (True Value) and the predicted value (Prediction Value) on the test data and training data. In the test data 

graph, there is a significant variation between the actual value and the predicted value, with some predictions far 

from the actual value, indicating the difficulty of the model in generalizing on data that has never been seen before. 

Therefore, the results of the analysis obtained that have been extracted values can be seen in Table 2 below. 

 

Table 2. Performance Analysis of the KNN Method Classification Model 

Class precision recall f1-score support 

1 0.75 0.86 0.8 14 

2 0.9 0.82 0.86 22 

3 0.62 0.47 0.53 17 

4 0.78 0.86 0.82 37 

accuracy  
 0.78 90 

macro avg 0.76 0.75 0.75 90 

weighted avg 0.77 0.78 0.77 90 

Accuracy 0.7778  
  

 

Classification Model Performance The K-Nearest Neighbors (KNN) method based on Table 2, has an accuracy 

of 78%, indicating that 78% of predictions are correct. The highest precision is found in class 2 (0.90), while class 3 

has the lowest precision (0.62). The best recall is found in classes 1 and 4 (0.86), but class 3 records the lowest recall 

(0.47), indicating the challenge in detecting this class. F1-score shows good performance in most classes, but class 3 

needs improvement. Overall, the model shows strength in some classes, but there is room for improvement 

especially in less detected classes. 

 

4. CONLUSION 
 

Based on the results of the research that has been done, it can be concluded that the application of the Random 

Forest algorithm for the classification of solar panel surface temperatures based on weather fluctuations in Medan 

City shows that there is a clear relationship between power output, temperature, current, and voltage throughout the 

measurement hours from 10:00 am to 3:00 pm. The highest energy conversion from the Solar Panel occurred at 
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12.00 pm with a voltage of 17.68 V, a current of 0.89 A, a power of 15.74 W and a temperature of 43.5 ° C, but 

there was a decrease in the performance of the solar panel at high temperatures such as 41 ° C, which caused the 

energy conversion effect of the solar panel to also decrease. Therefore, although solar panels use sunlight to 

generate electricity, temperatures that are too high can cause a decrease in efficiency. Then the implementation 

process of the Pattern Recognition method using the Random Forest Method and the K-Nearest Neighbors (KNN) 

Method includes several important stages, starting with collecting data through digital images of solar panels that 

represent various weather conditions, which are very crucial. Furthermore, feature extraction techniques such as 

Local Binary Pattern (LBP) and RGB mean values are used in pattern recognition to describe image features, 

contributing significantly to temperature classification. Model evaluation using metrics such as accuracy, precision, 

recall, and F1-score shows good performance in temperature classification, proving the effectiveness of the 

techniques applied in analyzing solar panel energy performance. The modeling testing process using Random Forest 

in data classification achieved an accuracy of 84% and the K-Nearest Neighbors (KNN) method had an accuracy of 

78%. 
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